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#### Abstract

Detecting cars in real-world images is an important task for autonomous driving, yet it remains unsolved. The system described in this paper takes advantage of context and scale to build a monocular single-frame image-based car detector that significantly outperforms the baseline. The system uses a probabilistic model to combine multiple forms of evidence for both context and scale to locate cars in a real-world image. We also use scale filtering to speed up our algorithm by a factor of 3.3 compared to the baseline. By using a calibrated camera and localization on a road map, we are able to obtain context and scale information from a single image without the use of a 3D laser. The system outperforms the baseline by an absolute $9.4 \%$ in overall average precision and $11.7 \%$ in average precision for cars smaller than 50 pixels in height, for which context and scale cues are especially important.


## I. INTRODUCTION

Autonomous driving is an important task that could potentially save over a million lives each year [1]. However, fully autonomous driving, especially using affordable sensors, remains an unsolved problem. In order to safely drive on highways and urban streets, it is important for an autonomous system to be aware of the surrounding environment. To avoid collisions with other vehicles, it is crucial to have a system that can accurately detect nearby cars. Additionally, for driving at high speeds, detecting cars from a distance is also important. In this paper, we present an image-based car detection system using context and scale that significantly outperforms the baseline detector on this task.

A number of recent robotics efforts have combined 3D depth information with 2D appearance cues for indoor object detection. For example, affordable 3D range sensors have been used for object detection at close range in indoor environments [2]-[4] but these sensors fail at longer range and in outdoor environments. Stereo data has been used to assist object detection [5], but such data is noisy and most useful at shorter ranges. Multiple frames can also be combined to estimate depth using a structure-from-motion approach, as in [6] and [7]. Time-of-flight cameras have also been used [8], which provide low resolution images with a depth map at short ranges.

For long ranges in outdoor environments, the Velodyne multi-beam laser has been used successfully for high performance in both segmentation [9] and track classification [10]. However, this laser costs about $\$ 80,000$ and is thus prohibitively expensive for commercial applications such as affordable autonomous driving.

In the vision community, some researchers have attempted to improve object detection by inferring scale from a single image, most notably in [11]. However, it is unclear from this


Fig. 1. Left: Detections returned by Felzenszwalb's state-of-the-art car detector. Note the large number of detections at inappropriate scales and contexts. Right: Detections returned by our algorithm, combining appearance, scale, and context. Note that the detections are all much more reasonable. False positives are shown in red; true positives are shown in green. This figure was produced by lowering the threshold for illustration purposes. At a higher threshold, only the correct detections are returned by our method.
work how many of the errors are a result of an incorrect scale estimation. For instance, [11] presents an example in which the windows of a building cause the model to estimate an incorrect location for the horizon line, leading to poor detection performance. Although the performance is impressive given their difficult task, in robotics applications we can take advantage of external knowledge without having to infer the scene geometry from visual cues alone.

Over the past decade, there has been a profusion of computer vision research using context for object detection [12][15]. As with scale, in robotic applications we can use maps combined with localization to obtain context information directly, without having to infer it from the image.

In this paper, we present a probabilistic model for combining appearance, scale, and context scores for object detection in images obtained from a robotic framework. Because of the flexibility of our model, we can combine multiple pieces of evidence for both scale and context without having to infer a single understanding of the scene. We are able to obtain scale and context information using only our localization system and a road map, without having to use any sensors to measure the scale or context directly. We also filter our images by scale prior to feature extraction, leading to a speed up over the baseline of a factor of 3.3. The resulting system significantly outperforms the baseline, especially on distant cars for which context and scale cues are particularly
important relative to appearance cues alone.

## II. DETECTION SCORES

## A. Appearance Model

The appearance model we use is Felzenszwalb's deformable parts-based model [16], trained on the PASCAL 2007 training set. We use the cascade-detection speed-up described in [17]. This model comes pre-trained with a baseline car detector [18]. Briefly, the model uses a latent SVM to learn a set of car templates (Figure 2) that represent 6 different car orientations. Each orientation consists of a "root" template that roughly corresponds to the outline of a car, and 6 "part" templates that contain more detailed representations of different sections of a car in an image. Each of these templates is convolved with the gradient of the test image at multiple scales, and the locations with high responses for the root and part templates, in which the part templates are reasonably positioned with respect to the root, are declared to be car detections.


Fig. 2. Car models used by the Felzenszwalb appearance model (best viewed on a computer at high resolution). Left column: Car root templates. Middle column: Car part templates. Right column: Expected position of each of the parts, relative to the root. Each row represents a car at a different orientation.

The first step of our algorithm is to run Felzenszwalb's appearance model on the scale-filtered image, described in section III-A. The result is a set of bounding boxes, each with a score which indicates how much the appearance of the bounding box matches with that of a car. Note that because of shadows, occlusions, or car types that do not match to one of the templates, some cars will get a relatively low score from our appearance model. Additionally, some objects that are not cars will get a relatively high score due to random gradients in the image that happen to align with one of the car templates. To remove these false positives without creating new false negatives, our algorithm uses the appearance score as just one of a set of scores to determine the final classification for each bounding box.

## B. Scale Scores

As shown in Figure 1, using just the appearance model alone results in many false detections at the wrong scale.

For example, the appearance model will return detections that appear close to the camera but are extremely small, and detections that are far from the camera that are extremely large. Both of these are unrealistic given the natural range of car sizes in the real world.

To help remove some of these false positives, we compute two scores for each bounding box based on how scaleappropriate the size of the box is given its location on the image. The two scores take into account two different sources of variance. First, cars come in different shapes and sizes, and the variance in real-world car height causes a similar variance in the size of cars in the image. Second, errors in elevation, pitch, calibration, and discretization can compound to lead to an error in the estimated height of an object in the image. Because of these two different sources of variance, we compute two scale scores, each of which assumes a different source of variance.

To compute the first scale score, we use the camera's known position and orientation relative to the ground to estimate the real-world height (in meters) of an object contained within a given bounding box in the image. The implementation details of this height estimation using our robotic system are explained in section IV-A. Next, we calculate the probability of a real car having this estimated height using a probability distribution over car heights. In this case, we assume that cars have a mean height of 1.6 m with a standard deviation of 0.4 m . The computed probability is rescaled from 0 to 1 and the resulting value is used as a scale score. This score predicts the scale-appropriateness of a given bounding box, while taking into account the real-world variance in car heights.

We also add a second score to take into account the variance caused by errors in our height estimation. To calculate this score, we first compute the expected height $h$, in pixels, of a car that is 1.6 m tall and located at the location of the bounding box in the image. We then estimate that, because of errors in our prediction, the actual size (in pixels) of a bounding box from a car of this height might be modeled by a Gaussian distribution, with a mean of $h$ and a standard deviation of 20 pixels. Using this distribution, we compute the probability that a car projected into the image will be the size of our bounding box, given our estimated distance to this bounding box. We scale the result to range from 0 to 1. Using these two scores, we can prune away false positives that appear at unrealistic scales for cars in images.

## C. Context Scores

Figure 1 also demonstrates that the appearance model often detects cars located at unrealistic positions in the image, such as in the sky or inside a tree. Because our autonomous vehicle already requires a road map for navigation, we can use this road map, and our known position and orientation on this map, to automatically estimate the position of the road in an image. The implementation details of this computation for our robotic system are described in section IV-B.

Using the estimated position of the road in an image, we would like to give a low weight to detections located at
unlikely positions. Note that, because we are giving a higher weight to cars cars located on the road, we are less likely to detect cars parked on the grass or in a nearby parking lot. For our application, this is acceptable or even desired, because we wish to use this car detector to locate other cars on or near the road, in order to avoid accidents while driving.

As with scale, we compute two context scores, to take into account two sources of variance. First, a car might not always be driving in the middle of the road, but rather it might be driving in the shoulder of the road. Second, errors in calibration might cause our system to incorrectly estimate which parts of the image contain the road. Thus we add two context scores, each of which will take into account a different source of variance.

The first context score takes into account the variance from cars pulled over to the side of the road, or otherwise not driving in the center of the road. To compute this context score, we first estimate the location of the bounding box in global coordinates. To do this, we assume that the bottom center pixel of the bounding box is a point on the ground. We then use our localization system and our calibrated camera to estimate the global coordinates of the object contained within this bounding box. Using this estimated real-world position, we then estimate the distance in meters to the nearest road using a quadtree road network system. The implementation details are further described in section IVB. Using this distance, we compute the first context score as

$$
\operatorname{score}_{m}=\frac{1}{d_{m}+1}
$$

where $d_{m}$ is the estimated distance in meters to the nearest road. When the bounding box is located on the road, we have $d_{m}=0$, leading to a score of 1 . For cars located to the side of the road, the score decreases slowly to 0 . This score can be visualized in Figure 3.


Fig. 3. Left: car image. Middle: Context score, based on the estimated distance to road in meters. Right: Context score, based on the estimated distance to road in pixels. Brighter parts indicate a higher context score; darker parts indicate a lower context score.

On the other hand, errors in localization might cause us to incorrectly estimate the position of the road in the image. To account for these types of errors, we add another context score in which we estimate the distance in pixels, $d_{p}$, from the bounding box to the nearest road pixel. This context score is now computed as

$$
\operatorname{score}_{p}=\frac{1}{d_{p}+1}
$$

This score can be visualized in Figure 3. Note that both of the context scores are computed automatically using our localized position on a road map and our calibrated camera.

## III. ALGORITHM

## A. Scale Filtering

In order to speed up the algorithm, we first filter the image based on scale. Felzenszwalb's car detector [16] iteratively searches for cars at different scales in the image. Because we can estimate the scale of objects in the image using the position of our calibrated camera relative to the ground plane, we can limit our search to regions of the image that are appropriate for each scale. Thus at each scale, we black out the portions of the image that are not relevant for that scale, as shown in Figure 4. Specifically, we find these regions using our pixel-based scale score, removing all portions of the image that would receive a scale score of less than 0.1 , on a scale from 0 to 1 . The result of this blackout is that many of the features computed are 0 , and these regions of the image are pruned away at the beginning of the cascade detection step of [16], allowing the detector to spend more time searching for cars in regions of the image that are more scale-appropriate for each bounding box size. This gives a small boost in performance, as shown in section VII, and it gives a large increase in speed, decreasing the runtime of the algorithm by a factor of 3.3.


Fig. 4. Left: We black out the image except near the horizon, to search for smaller cars. Right: We black out the image except lower pixels, to search for larger cars. The white boxes indicate the scale of car that is being searched for in the image. By limiting our search space at each scale, we get better performance and a large increase in the speed of our algorithm.

After applying the scale filtering, we run the appearance model to get bounding boxes over the image, and for each bounding box we compute scale and context scores. Thus, for each bounding box, we obtain an appearance score, two scale scores, and two context scores.

## B. Probabilistic Framework

Using the appearance, scale, and context scores described in section II, we compute a new prediction for each bounding box using the dual form of L2-regularized logistic regression.

This regression is trained using our training set, described below. Our training set contains 282,283 negative examples and only 2,180 positive examples. Because of this large imbalance, we weight the C parameter differently across the different classes. For the negative class, we use $C_{0}=0.007664 * C$ and for the positive class we use $C_{1}=0.992336 * C$, thereby weighting the loss differently for positive and negative training examples to counter the imbalance in the class sizes. We choose a C value of 10,000 from cross-validation by holding out $20 \%$ of our training set for parameter tuning. After choosing C, the final model is learned on all of the training data.

Using the resulting logistic regression model, we predict a new confidence value for each bounding box. Note that, because we are using a probabilistic framework, we are not limited to compute a single maximum-likelihood estimate of our distance to the road or the real-world height of each bounding box object. Rather, we can compute two scores for each of scale and context and one score for appearance, and we can use all of these scores to predict our final classification. Thus, our model is extremely flexible and can be used with any number of scores that may not be conditionally independent.

## C. Aggressive non-maximum suppression

After applying the logistic regression to rescore all of our detections, we often end up with a large number of overlapping high-scoring detections that all correspond to the same car in the real world. To handle this, we apply an aggressive non-maximum suppression algorithm, discarding all bounding boxes that overlap with a higher-scoring bounding box by at least $20 \%$. For cars that occlude each other by more than $20 \%$, this will result in missed detections. However, because cars tend to stay separated in the real world in order to avoid collisions, this assumption is reasonable in many cases. This non-maximum suppression results in an overall gain on our validation performance as well as our test performance, so we include this as the final step of our algorithm.

## IV. SYSTEM

Our research vehicle is a 2006 Volkswagen Passat wagon. A Point Grey Ladybug-3 panoramic RGB camera with six $1600 \times 1200$ cameras and a 15 Hz frame rate is used to capture video; for simplicity, the results in this paper use only a single forward-facing camera out of the six. An Applanix POS-LV 420 GPS/IMU system with Omnistar satellite-based Virtual Base Station service generates pose and inertial updates for the vehicle at 200 Hz . This localization, combined with the hand-measured calibration between the Ladybug camera and the vehicle (which must be performed once when the camera is fixed to the car), give us a registration between the camera images and the digital road map, represented in global coordinates. Note that, although our Applanix localization system is rather expensive $(\$ 150,000)$, Section VIII shows that our method is robust to localization errors typical
of consumer-grade GPS systems, so a much cheaper and less accurate localization system could also have been used.

## A. Estimating Scale

Given the registration between the camera images and the global coordinate system, we can project any point from the real world onto the camera image. However, the reverse transformation is ambiguous; a single point on the image corresponds to a line of points in the real world. In order to estimate the distance to objects in the image, we compute a set of "image reference points" as follows: first, we imagine a grid placed on the ground plane surrounding the ego vehicle. In our case, we use a 100 m by 100 m grid in which points are spaced 0.5 m apart. For this paper, we have assumed that the ground is planar, although maps with elevation data could easily be used if necessary.

We then project each grid point onto the image to obtain a set of "image reference points," as shown in Figure 5. Because we know the grid point from which each image point was projected, these image reference points define a mapping from pixels to global coordinates. Thus for any pixel in the image, we can estimate its distance to the camera by simply returning the distance of its nearest image reference point in the 2d image plane. This process is shown in Figure 5.

To determine which points in the image correspond to ground and which correspond to sky, we note that points on the ground all lie near to some image reference point, which was projected from a grid on the ground plane surrounding the ego vehicle to the ground plane in the image. On the other hand, pixels in the sky lie farther away from any image reference point (see Figure 5). Thus we use a simple cutoff and assume that any point that is more than 100 pixels away from its nearest image reference point must be in the sky.


Fig. 5. Left: Normal image. Middle: Image with reference points. Right: Estimated distance to all image pixels. Red points are estimated to be closer to the camera, and green points are estimated to be farther from the camera.

## B. Estimating Context

Using our GPS/IMU system, we are able to localize ourselves on a pre-recorded road map. These maps are necessary for the autonomous system to navigate from a given starting point to a desired destination. We have entered the road network into a quadtree data structure for fast queries. By localizing our position and orientation on the map, and by using the scale calibration described in section IV-A, we
are able to automatically estimate which pixels in the image lie on the road and which do not, as follows: For a given pixel, we use the image reference point system described in section IV-A to estimate the position of this pixel relative to the car, assuming that this pixel lies on the ground plane. Then given our position in global coordinates, we can use this relative position to estimate the global position of this pixel. Next we simply look up the global position of this point in our quadtree road network to estimate the distance from this pixel to the nearest road. This information is used to compute the context score, described in section II-C and visualized in Figure 3.

## V. BASELINE

The baseline of our algorithm is the appearance model from Felzenszwalb's deformable parts-based model [16], trained on the PASCAL 2007 training set, as described in section II-A. The appearance model we use contains two minor variations on top of the original code that is publicly available online. First, the original model combines 8 neighboring pixels into a single super-pixel, in order to compress the image to the size of the template. We found that 8 pixels was too large to detect the smallest cars in our test set, so we lower this super-pixel size to 4 neighboring pixels. We change this parameter for both our context/scale detector and for the baseline detector, allowing us to detect smaller cars in both cases.

Second, the non-maximum suppression step that is used in the original code removes bounding boxes for which the ratio of the intersection with a higher-scoring bounding box to the area of the higher-scoring bounding box alone is greater than 0.5 . We find that this tends to favor larger bounding boxes at the expense of filtering out smaller bounding boxes, which is not preferred. Thus we modify this slightly to only filter bounding boxes for which the ratios of intersection to the area of both the lower and higher scoring bounding boxes are both greater than 0.5 .

Both the change in the bin-size and the change in the nonmaximum suppression algorithm are only minor adjustments to the original code from [18]. We use the original algorithm with these two adjustments as the baseline to compare performance with our algorithm.

As described in section III-C, the last step in our algorithm is to apply an aggressive non-maximum suppression. To isolate the effect of using scale and context on our performance, we compare the performance of our algorithm to a second baseline, in which we apply this aggressive nonmaximum suppression to Felzenszwalb's original deformable parts-based model [16].

## VI. DATASET

## A. Training Sets

For the appearance model, we used the pre-trained car models provided with [18] that were trained on the car images from the PASCAL 2007 training set [19]. This training set consists of 625 labeled cars from 376 separate images. Note that these images were downloaded from

Flickr, each taken with a different camera, and they include many different types of scenes. Some of the types of images that were used in training are shown in Figure 6. On the other hand, the images used in our test set are all real-world outdoor images recorded while driving with the Ladybug camera mounted on top of a car. The system presented in this paper did not require any retraining of the appearance model, despite the large differences in the types of images used in the training and test sets. However, retraining the appearance model using the same type of images found in the test set could lead to additional performance gains.


Fig. 6. A selection of images from PASCAL 2007 used to train the appearance model in [18], which is used as part of our algorithm. Notice the difference in the type of images used in the training set compared to the type of images found in our test set (e.g. Figure 1)

For training the parameters of our logistic regression, we use a second training set recorded while driving around Stanford campus, taken in a different part of campus from what was used for the test set. In this training set, we have 2597 labeled cars from 1501 separate images.

## B. Test set

In our test set, we have 1932 labeled cars from 1120 separate images, recorded while driving around Stanford campus. Each image is $1232 \times 1616$ pixels, which is much larger than the standard image used in the PASCAL competition (typically around $500 \times 350$ pixels). Because our images are so large, both our algorithm and the baseline algorithm [18] run significantly slower than the same algorithms run on the smaller PASCAL images. Because the size of our images affects both the baseline detector as well as our improved context/scale detector, we can use the runtime of the baseline detector on these larger images as the basis for comparison.

This real-world data set is challenging for many reasons. There are many occlusions resulting from nearby cars overlapping each other in the image. There are also many shadows from trees or other objects that add spurious gradients to the image. Labeled cars range in size from 16 to 405 pixels and have a wide range of models, colors, and orientations. These are all challenges that a real car will encounter while trying to drive autonomously, and all of these issues must
be dealt with in some way before vision-based autonomous driving is possible.

## VII. RESULTS

By pre-filtering each image by scale, we are able to reduce the runtime of our algorithm from 43 seconds per frame down to 13 seconds, or a speedup of 3.3 times over the baseline on the same set of images. The time for computing the context and scale scores, and using these scores in the logistic regression framework, has a negligible effect on our total computation time. Although our unoptimized implementation currently runs at approximately $1 \%$ of real-time, we believe that with intelligent optimizations and a GPU implementation, real-time performance could be achieved.

In looking at the weights learned by our logistic regression classifier, the distance to the road is given the most weight and is thus deemed to be very important in correctly identifying an object as a car. The appearance and height scores are given similar weights and are thus considered to have roughly equal importance.

The performance of our algorithm compared to the baseline can be seen in Figure 7. As explained in section V, we have two algorithms that we both consider to be our baselines - Felzenszwalb's original appearance model, and Felzenszwalb's model with aggressive non-maximum suppression. Figure 7 shows that our algorithm achieves an average precision of $52.9 \%$, whereas the better of the two baselines achieves an average precision of only $43.5 \%$. Note that, because cars make up a small percentage of each image, both the baseline and our algorithm are performing far better than random chance. The total area occupied by all cars in our test set makes up about $1.1 \%$ of the total area of all test images, so a random classifier would have a precision of about $1.1 \%$.


Fig. 7. Comparison of our algorithm (magenta) to the baseline (cyan). Dark blue: Baseline 1, from Felzenszwalb [18]. Cyan: Baseline 1 using aggressive non-maximum suppression. Green: Scale filtering. Red: Context/scale rescoring. Magenta: Context/scale rescoring with aggressive non-maximum suppression

The majority of the benefit of using context and scale comes when searching for cars that are far away. Because these cars have a small size in the image, using context and scale is especially important, since the appearance of the car in the image gives less useful information. Figure 8 shows the
benefit of using our context and scale model when looking for cars less than 50 pixels in height. Although finding such small cars is difficult for any detector, using context and scale leads to an improvement of $11.7 \%$ in average precision. Finding distant cars is extremely important, especially for highway driving, in which one must be aware of a distant but quickly approaching car when deciding whether to change lanes. Being aware of distant cars is also important when we are driving quickly in order to slow down in time to avoid hitting a car that has stopped in front of us because of heavy traffic.


Fig. 8. Comparison of our method (magenta) with the baseline (cyan) on small (i.e. distant) cars

Naturally, detecting nearby cars is also important. Thus, to fully evaluate the performance of our algorithm, we recompute the average precision while ignoring cars below a certain pixel size threshold. Further, we ignore cars that are cut off by the edge of the image, determined by whether the bounding box is within 10 pixels from the edge of the image. In a real system, we would be using all 6 cameras from our Ladybug-3 panoramic camera system. Thus a car that is cut off by the edge of one image will most likely appear in a neighboring image, because of overlap between adjacent cameras. As shown in Figure 9, our system achieving 81.6\% average precision for cars greater than 50 pixels in height.


Fig. 9. Performance of our method when ignoring cars below a given number of pixels in height.

## VIII. SENSITIVITY TO LOCALIZATION ACCURACY

Because our method relies on localization to improve object detection, it is informative to quantify the effect of errors in localization on detection performance. To test this, we artificially added Gaussian noise e to our localization estimates, with $\mathrm{e} \sim \mathrm{N}(0, \sigma)$, for $\sigma \in\{0,0.5,1,1.5,2,2.5\}$ meters. We resample the noise at every time step. The results are shown in Figure 10. By introducing a Gaussian noise of e $\sim \mathrm{N}(0,2.5)$ meters, our performance degrades from $52.9 \%$ average precision to $52.0 \%$. Thus our method is not very sensitive to localization accuracy, and even a cheap GPS system can be used to obtain nearly the same gains in performance.


Fig. 10. Effect of GPS error on our performance. Our method (blue line, top) exhibits a very slight decrease in performance with increasing GPS noise. The other methods do not use localization information to assist in detection so they are unaffected by localization errors.

## IX. CONCLUSIONS

By using scale and context cues obtained from our localization system and a road map, we are able to improve on the state-of-the-art in car detection systems without using 3D range data. Our vision-based system is able to detect distant cars with a higher degree of accuracy than previous methods, leading the way towards a camera-based autonomous driving system. Our probabilistic model combines multiple sources of evidence for scale, context, and appearance to make a more informed prediction about car locations. Because of the flexibility of this design, additional sources of information can easily be added to the system to further improve the detector.

Although the reliable detection of vehicles using only a monocular camera remains an elusive goal, our work shows that the state of the art can be significantly improved by considering context and scale. Given that all autonomous cars must have a localization system and some form of a road map, our insight provides an encouraging improvement to vision-based object detection for any similar system.
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